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Today’s talk

• Part I: computational morphology

• What can we learn from inflection tables?  

• Part II: Word senses in GF 

• a few slides; if there is time



Part II:  
Computational morphology  

What can we learn from inflection 
tables?

work done together with Måns Huldén and Malin Ahlberg



Think about this question for a minute:  
What can we (machine) learn from  

a set of inflection tables?



Why this interest in  
inflection tables?

There is a lot of inflection tables out there:



Some learning possibilites 
we will look into

1. Derivation of inflection engines  
=> paradigm induction

2. Learn how to inflect unseen words  
=> paradigm prediction

3. Derivation of morphological analyzers



1. Paradigm induction



What does it mean to say that a 
word is inflected as another word?
• Statement: The German word ’Anfang’ is inflected 

in the same way as the word ’Frack’. 

So how do we inflect ’Anfang’, given this information?

And here you have  
the inflection table of Frack:

Singular Plural
Nominative Frack Fräcke

Genitive Frackes, Fracks Fräcke

Dative Frack, Fracke Fräcken

Accusative Frack Fräcke



Like this:

Did you guess right? Can you explain why?  
 

If you know German, pretend that you don’t.

Singular Plural
Nominative Anfang Anfänge

Genitive Anfanges, Anfangs Anfänge

Dative Anfang, Anfange Anfängen

Accusative Anfang Anfänge



Some terminology
• Paradigm function: a function that given one (typically the baseform) or 

more word forms, produces the full inflection table. 
 
 
 
                   
 
               
 

• Words inflect in the same way = they share the same paradigm function. 

• Inflection engine: a set of paradigm functions. 

• Paradigm induction: derivation of paradigm functions.

Singular Plural
Nominative Anfang Anfänge

Genitive Anfanges, Anfangs Anfänge

Dative Anfang, Anfange Anfängen

Accusative Anfang Anfänge

f(Anfang) =



Paradigm Induction
Singular Plural

Nominative Frack Fräcke

Genitive Frackes, Fracks Fräcke

Dative Frack, Fracke Fräcken

Accusative Frack Fräcke

Singular Plural
Nominative Anfang Anfänge

Genitive Anfanges, Anfangs Anfänge

Dative Anfang, Anfange Anfängen

Accusative Anfang Anfänge

Singular Plural
Nominative x1+a+x2 x1+ä+x2+e

Genitive x1+a+x2+es, x1+a+x2+s x1+ä+x2+e

Dative x1+a+x2, x1+a+x2+e x1+ä+x2+en

Accusative x1+a+x2 x1+ä+x2+e

Induction

f(x1,x2) =



The method
• LCS = Longest common subsequence 

• subsequence = a string that can be obtained from another string by 
deleting zero or more characters from that string. 

• substrings in the subsequence becomes variables. I.e, What is 
common in all words are the variable parts. 

• The method: LCS + heuristics to resolve LCS ambiguity.

Singular Plural
Nominative Frack Fräcke

Genitive Frackes, Fracks Fräcke

Dative Frack, Fracke Fräcken

Accusative Frack Fräcke

LCS: Frck



LCS ambiguity
Competing alignments

Competing LCS

comprar, compra, compro
comprar, compra, compro

LCS: seglsegel, seglet, seglen
segel, seglet, seglen LCS: sege



LCS ambiguity resolution 
through heuristics

• Heuristic 1: minimize the number of variables

• Heuristic 2: minimize the number of infix segments

comprar, compra, compro
comprar, compra, compro

LCS: seglsegel, seglet, seglen
segel, seglet, seglen LCS: sege

• and some additional heuristics, but above is the major ones.



The paradigm function
• From a function accepting variable instantiation to word form(s)? 

 
f(x1, x1, .., xn) => f(w1, w1, …, wn)  

• We match the input word(s) with any word pattern(s) in the 
paradigm function (often just the lemma with the lemma pattern). This 
gives us the variable instantiations we need to compute the forms. 

• The matching may be ambiguous, so we need a matching strategy. 
Longest match seems to work best for suffixing languages.

match(x1+a+x2, ”Frack”) = {x1=Fr, x1=ck} 

Regular expression with groups

match(x1+a+x2, ”Ananas”) = {x1=An, x2=nas},  
                           {x1=Anan, x2=s} 

Ambiguity



What have we achieved?
• We can actually keep the the paradigm functions 

hidden in the background. 

• Specifying inflection becomes: word X is inflected 
as some other word Y (with an already known 
inflection table). 

• Might this be more natural way for a non-
computational linguist to define a computational 
morphology?



The morphology lab (prototype)
’erfarer’ inflected as ’tager’

Built-in paradigm induction and prediction



2. Paradigm prediction



Prediction task
• Given a word form (typically the lemma), predict 

its paradigm function/inflection table. 

• The paradigm induction gives us set of words for 
each paradigm function, sharing that function. 

• Idea: predict the appropriate paradigm function for 
an input lemma by comparing it to the words of 
the paradigms, and chose the set of words it is 
most similar to.



The classifier
• We first defined a hand-crafted classifier for the 

task (described in AFH14). 

• We then improved on it using a linear SVM (one-
vs-the-rest multi-class) with edge-anchored 
features (i.e., prefixes and suffixes). 

• We also tried other substring variants, but with 
worse results.



Evaluation data
• Evaluation set 1  

Inflection tables for three languages from Wiktionary tables 
(Durrett & DeNero, 2013). Languages: Finnish (nouns/
adjectives, verbs), Spanish (verbs), German (nouns, verbs). 
Clean data with no defective or variant forms. 

• Evaluation set 2  
Additional inflection tables gathered from various resources for: 
Catalan (nouns, verbs), English (verbs), French (nouns, 
verbs), Galician (nouns, verbs), Italian (nouns, verbs), 
Portuguese (nouns, verbs), Russian (nouns), Maltese (verbs).  
More messy data with defective tables, variants forms (e.g., 
cactuses - cacti), et cetera.



Eval 1: paradigm induction



Eval 1: Results  
comparison with D&DN13



Eval 2: Table accuracy



Eval 2: Form accuracy



Paradigm prediction in GF: 
smart paradigms

• A smart paradigm in GF is a gateway function that 
selects the approriate inflection function based on 
the input form(s). E.g. (from Detréz and Ranta 
2012): 
 
mkV : Str -> V  
mkV s = case s of { 
_ + "ir" -> conj19finir s ; 
_ + ("eler"|"eter") -> conj11jeter s ;  
_ + "er" -> conj06parler s ; 
} 



3. Deriving  
morphological analyzers



Morphological analyzers

A similar task to paradigm prediction,  
but here the input is any word form.



From inflection table to FST
• An inflection table may be interpreted as a set of 

string relations. In particular:  
wordform => lemma +wordform’s msd. 

• We can build a FST over these relations. 

• Problem: allowing variables to match any substring 
may overgenerate a lot.  

• So we need to constrain the variables.



Learning variable constraints



Learning variable constraints
• Assume uniform distribution (just a heuristic!) 

• Calculate the probability that there is an unseen string in a variable.  

• If the probability is low, assume that we seen everything already. 

• If the probability is high, do the same thing for prefixes and suffixes (with 
smaller and smaller strings).



Deriving morphological 
analyzers



Hierarchical analyses



Ranking
• The analyser has until now been unweighted, i.e., its 

goal is to give all plausible analyses while curbing the 
unwanted ones. 

• But for practical use, we want the plausible analyses to 
be ranked, to get at the most plausible analysis. 

• We do that by creating a language model for each 
variable. 

• The ranking depends on how well a plausible analysis 
fits its variables’ language models.  



Evaluation: D&D-data 
unweighted (any analysis)

L-recall: correct lemma constructed  
L+M-recall: correct lemma+MSD constructed  
L/W: candidate lemma/word form 
L+MSD/W: candidate lemma+msd/word form



Evaluation: D&D-data 
weighted (top ranked)
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Part II: 

Word senses in GF



The lexicon in GF
• No clear (theoretical) distinction between the lexicon 

and anything else. 

• Probably the best distinction: The lexicon is the set 
of zero-place functions.  
 
fun word: PoS;  

• These zero-place functions correspond to word 
senses.  
 
fun word : PoS ; -- a particular sense of the word ’word’.



Making sense out of words

• Just to get it out of the way: word senses are just 
abstractions — a word has no god-given number of 
senses. 

• As Kilgariff sensibly put it in ”I don’t believe in word 
senses” (1997):  
”[…] word senses exist only relative to a task.”

xkcd.com



How many senses?  
The two extremes

(1) A word in an unique context constitutes a word 
sense.  
(= we all produce (slightly) new word senses 
continously, since no two words are in exactly in the 
same context) 

(2) A lemma has exactly one sense.  
(= we don’t need to care about word senses, just 
forms)



The middle: splitters vs lumpers



Homonymy and polysemy
• homonymy: same form, unrelated meaning  

• (a baseball) bat vs bat (a furry flying object) 

• probably realized with different words in other 
languages (e.g., Swedish: ’basebollträ’ vs ’fladdermus’) 

• Polysemy: same form, related meaning 

• university (the institution) vs university (the building) 

• Often with the same word in other languages as well.



Regular polysemy
• animal ~ food (I saw a duck; I ate duck yesterday) 

• kind ~ portion (two beer = two servings of beer/two kinds of beer) 

• causative ~ inchoative (John broke the window/The window 
broke) 

• container ~ content (He drank a bottle/He dropped the bottle) 

• object ~ person (The cello is playing great tonight) 

• location ~ government ~ representative (He visited China; China 
signs the trade agreement; China attended the peace conference) 

• …
Examples collected from http://www.cs.upc.edu/~gboleda/pubs/talks/WSD_regularpolysemyIMS.pdf



So, where does this leave us?

• How should we think about word senses in GF? 

• Well, if the GF task is to create as good 
multilingual translations as possible. 

• then we should only make a sense distinction if it 
actually improves the translation quality. 

• not because some monolingual dictionary makes a 
particular sense distinction.



Nothing more.  
Thanks for listening!


